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Statistical Reasoning in Novices

Arnold D. Well, Alexander Pollatsek, Clifford E. Xonoid

and Pamela Hardiman

Department of Psychology

University of Massachusetts, Amherst

Abstraq..

There is a growing body of evidence indicating that people often

overestimate the similarity between characteristics of rando, samples and

those of the populations from which they are drawn. In tl first section of

the paper, we review some studies that have attempted to determine whether the

.thasic heuristic employed in-thinking about random samples is passive and

descriptive or whether.it is deduc4ole0 from a belief in active balancing. In

the second section, we discuss the'importance of sample size on Judgments

1.

about the characteristics of random samples.
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Statistical Reasoning in Novices

.;We have been conducting research on intuitions about statistical concepts

'for several, years,- in large part because we believe that- statistical

reasoning is a very important kind of thinking, but also because we are

responsible for teaching a number of statistics courses. There is a great

deal of uncertainty associated with the data underlying: most branches of

4,
science. Empirical data are characterized by measurement error, and for many

problaas the evidence ox.infornation required is known with varying degrees of

confidence. The methodology used almost universally for dealing with this

uncertainty employs the model of probability theory togethdr with a variety of

supposedly normative procedures for making prediCtions and decisions. An

important goal of a course in statistics is to provide the student with

sufficient skills and knowledge to be able to make reasonable 3udgments in the

face of uncertain information from various sources: e.g., experimental data,

*4N

the research literature, and such popular sources as newspapers and magazines.

Unfertunately, the standard undergraduate statistics course aimed at

social science ma3ors often does not seem to provide adequate skills or

understanding. host undergraduates coming out of such a col!rse do not

understand the basic concepts well enough to generalize to situations not

explicitly covered in the course and we have found that they frequently have

trouble even with those situations that were explicitly covered. For example,

many students do not fully understand even such basic concepts as the mean

(e.g., Pollatsek, Lima, & Well, 1981). Many students think of the mean only

in terms of a computational aigeirithm and consequently make predictable kinds

of mistakes in attempting to solve weighted mean problems. Further research

has shown that students who have had a introductory statistics course are

little better than those who have.not. Furthermore, students are often unable.
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to explain exactly what can and cannot be concluded from the procedures

learned in the course.

We believe that the majorjeason the standard undergraduate, statistics,

course is not as successful as we would like is that generally no explicit,

effort.- is made to assess a priori and appropriately modify the cognitive

structures of the student. Ceurses that emphasize calcUlations ,and those

that emphasize mathematical derivations usuajly ignore the issue of "basic

understanding." However, even an attempt to use an intuitive approach' that

emphasizes understanding of basic concepts and principles can be frustrating,

since we have only recently started to understand the intuitions and

preconceptions Vat the student brings to the statistics class. Given that

the instructor has far more experience with the concepts and methods of

statistics than the student, it is possible that organizing the content in the

way that seems most logical to the instructor nay not be the best way of

encouraging understanding by the student. In out opinion, it is necessary to

know the preconceptions and kinds of thinking that characterize the cognitive

structures of the students and what structures characterize different levels

of understanding. From such information, the Instructor can plan a course

that is within the grasp of students and yet servesto achieve the desired

level of expertise.

In the present paper, .we will review sore of the work that we and others

have done to try to understand some of the intuitions that people have about

a very important concept in statistics, namely, random sampling.

Reoresentativeness versus Active Balancing

There is at present a large body of evibtence indicating that novices

believe that random samples, resemble the population from which they are drawn. .

If the sample size is sufficicntly large, then a random sample will, in fact,

BEST COPY AVAILABLE 2



be similar to the parent population. Where the typical =vice differs from

the normative model is that, at least under certainconditions, ha or she

believes that small as well as large samples have a high probability of

looking like the population. Tversky anciKahneman (1971) have dubbed this

misconception "The Law of Small Numbers." They proposed that a heuristic

called "representativeness" underlies this misconception. "A .person who

follows this belief evaluates the prObability of an uncertain event, or a

sample, by the-degree to which it is: (1) similar in essential properties to

its parent population; and (2) reflects the salient features of the process by

which it is generated." (Kahneman & Tversky, 1972, p.431).

One source of evidence for this misconception has come from investigation

cf what is generally known as the "gambler's fallacy." A simple example of

the gambler's fallacy is the belief that if afair coin has come up heads a

"N.

large number of times in a row, then there is an increased chance that it will

cone up heads on the next toss. The gambler's fallacy can be described as the

belief that in random sampling, the data that have already been sampled will

influence the data that are xet to be sampled. This, of course, .violates

independence, which is a fundamental property of true random sampling. In

real-life coin tossing, shaking the coin well between tosses would guarantee

some reasonable approximation to independence.

The prototypical problem used by Tversky and Kahneman (1971) to explore

the gambler's fallacy was as follows:

The mean IQ of the population of eighth graders in a city

is known to be 100. You have selected a random sample of
50 children for a study of educational achievements. The

first child tested has an IQ of 150. What do you expect
the mean IQ to be for the whole sample?

If the sampling were random, then the best guess for the mean score of the

next 49 children sampled is 100. Therefore the best guess for the mean of the
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entire sample- of 50 children is. 101, the weighted mean of 150 and 100..

However, the typical answer, given to this problem is 100. Answering "100" is

consistent with the gambler's fallacy because it seems to imply that the score

of the first child chosen influences the mean of the scores of the next 49.

Kehneman and Tversky (1972) and Bar-Hillel 11980) have employed a second

paradigm to demonstrate the heuristic of representativeness. Subjects were

shown two samples and asked'to judge which was more likely to have occurred.

In their original work, Kahneman and Tversky (1972) deelt with with events

modelled by Bernoulli trials. They found, for example, that, subjects thought
o

that for a sequc-ice of six births, the exact order G B G B G B is more likely

than the orderBOBBBB, presumably because the the sequence with five .

----.boys and one girl fails to reflect the the proportion of boys and girls in the

population. Subjects also thought that a sequence likeBBBOGGwas less

probable than a sequence like G B B 511 5, .presumably because it seems less

random. Bar-Hillel (1980). has e*tended this research. to .determine which

characteristics of 'samples subjects are attending to when they judge the

4

occurrence of one sample to be more or less probable than that of another.

She found that subjects think that a sample should have not only the same mean

as the population, but also the same degree of variability,'

The evidence thus is compelling that subjects believe samples (even small

samples) should look like the population and that random samples should look

random. Other work that.we will not discuss here (Nisbett & Ross, 1980)

indicates that subjects are insensitive to sample bias. In the work described

in this section, our interest was in determining whether the novice's theory

of random samples follows directly from the heUristic of representativeness or

whether is is deducible Cron some more basic mechanistic belief. This

distinction will become clearer if we digress for a moment and speculate how
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an expert thinks about sampling.

Presumably, the expert's fundamental conception of random sampling is in

terms of a process model. Perhaps the most widely used 'model of random

Sampling (with replacement) is to view sampling as isomorphic to the process

of drawing a labeled ball or slip of paper from an urn or box, recording the

outcome, replacing it, shaking well, and then drawing again; From this model,

the idealization of which can be characterized by algebraic expressions,

certain conclusions follow. These include "The Law of Large 'Numbers" which

says (roughly) that if a random sample is large enough, the relative

frequencies of outcomes in the sample have a very high probability of being

close appreximation to those in the population.
Ci

The tendency for novices to believe that.even small samples are quite

representative could plausibly follow from either of two basic heuristics.

The first possibility is that the baSic heuristic is representativeness, in'

other words, that. the way novices think about random samples is 'primarily

dpscriptive: random samples look approximately like the population and,

further, random sequences of events look "random." However, there is a second

possibility. Subjects could have an erroneous process, model of sampling from

which it followed that even saall`ihaaples were highly representative of the

parent population. A model that has been suggested in a number of statistics

texts (e.g. freedman et. al., 1978, Chapter 16;, Hays, 1981, Chapter 1) is

"active balancing" or "compensation," an active process that guarantees that

things will "even out" in the long (and not so long) run. In the coin-tossing .

example, the balancing model would suggest that following', for example, a run

of tails, the next toss is very likely to come up heads:.

It is difficult. to separate out these two views of sampling, since the

heuristic of active balancing could be dc2uucible from that of

representativeness. If, in the coin example, subjects believe that samples
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should look like the population .of outcomes of tosses twhich for a fair coin'

would be idealized as'half heads and half tails), samples that are close to

half heads and 'half tails will be Kost-raliesentitive: If one has already

observed nine heads and is predicting the outcome of the next toss, then since.

a sample of nine heads and one tail is more represenativeof the population

than & sample often heads, the outcome of "tail" on the tenth trial would be

considered to be more probable.

On what basis can one determine wheEher, the descriptive or active .

balancing heuristic is the sore basic? In the IO`ex&mple mentioned earlier,

both heuristics would predict an answer of 100. However,, situations exist in

which the descriptive and active balancing heuristics might lead to different.

predictions. 'If we asked subjects to predict the mean score of the last 49

students in the sample, we might expect those who thought that all samples

'should look like the population to give an answer of 100, but those who

thought in terms of an active balancing heuristic to give an answer smaller

than 100 (so that the entire sample of 50 scores could average 100). 'We

therefore attempted tolextend the ersky employing

additional follow-up questions about the mean of the sample excluding the

known score. In addition we were concerned that the interpretation of the

,results of the IQ problem may have been complicated by the possiblility that

subjects. were simply notbeing very precise with numbers. For example,
.%)

subjects may simply have thought of 101 as being "approximately 100, and

therefore given the answer 100 even though they knew the mean would be

slightly higher. We therefore made sure that in.the problems we used, the

difference between the correct answer and the popul tion area w uld be more

salient. We also did not depend exclusively on questionnaire data but also

condlicted interviews With some subjects in which they were instructed to think
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oloud whilo gencritiag their answers so that we could getter 'understand the

cheuristics they were employing. ,

In the first study, wd enployed several prOblens that weresisilar in

fora to the 1p probe mentioned earlier. One problem dealt with SAT scores.'
4, .

end read as follows: . -

The average SAT score for all 'the high school students in
a -large school district is known to be 400. You !wawa

randomly picked 10 students, for a study in educational

0 achieveaint. The first student you picked had an SAT
of 250. What do you expect the average SAT to be for the
entire sample of 10?

What do you expect the average SAT to be.for the next 9
students, not including the 250?

0

(The correct answer to the irst question is 385, to the
second, 400.3

Problems were administered in questionnaire fora to 205 students in four

undergraduate. psychology statistics classes. In addition, interviews were

conducted with 21 subjects who were selected free a pool of student voIunteerit

and received bonus credit for their participation.

The data are displayed in Table 1. For the interviewed subjects, 'the

data presented are based on answers given before any interviewer intervention.

The answer predicted by representativeness, namely that the :eons of both

saaples and equal to the population mean, was the modal response. It was

given by 33% of the subjects answering the questionnaires and by 48% of the
.1P*

subjects in the interviews. Twenty-one percent gave the correct solution and `

only 13% gave answers consistent with the balancing heuristic:

Insert Table I about here.

In addition, 1?% of the questionnaire subjects and 13%. of the interview

subjects gave answers -that were not consistent with the correct solution,
0
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ir
representativeness, or balancing. The fact.that these "deviant." answers. wero"

... .
.

.. -41!
..,

more likely to be found in the questionnaire data.suggeste that.at leists. some

of them occurred es a result of not readlngthe question carefully enough,

thus aisunderstanding it on a trivial level'. However. 00,pttaetlic.31,dieIed

47

I.

"Trend" in Table 1).deserves 3=0 comment, because.it also occurreitin the
.) fe-r"

.

interviews and has an underlying rationale. Subjects giving thii 'pattern

thought (correctly} that the mean of the sample of ten would be lewei- than

400.. In addition, the two aeans they gave were consistent in.th6t. the Mean

of ten could be -the average of the first observation and the average of the

next nine obiervations. However, their prediction for the average of the next

nine observations was also less than 400. Comments froi the subjects in the

-interviews who showed this pattern indicated that the divergent first .score

led them to doubt that the population mean was actually 400 as stated in ,the

problem.

In summary, these results replicate those-of gahnean and Tversky ,1972)

in that the modal' estimate of the mean of the sample of ten was the population

mean. More importantly, 71% of the 95 questionnaire subject?'and 7l' of the

21 interview subjects who gave the population mean for the mean of' the Wimple

of ten also gave the population mean'as their beet estimate of the mean of the

nine uftknown scores. The percentage for each group was significantly greater

A/2 1/2
than 50%, 4(1) 46.5, pc.001;%-and (1)=3.86, p.05, respectively. This

pattern is inconsistent with a balancing heuristic and indicated that these

sub3ects thought that both the sample of ten scores and the sample of nine
ed,

should be representative. Moreover, representativeness could even be the

fundamental heuristic for subjects who we classified as "balancers." - One

4

'could claim that tse subjects took the sample of ten -11'6 fundamental

believing that it should be'representative, and then decided that the estimate

they gave for the sample of nine should t consistent with their first Answer.
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On the other hand, it is poosible that subjects who give.answers consistent

kith the balancing heuristic 'think about the problem in a fundamentally

different .way.

We had hoped that detailed analyses of the interview' videotapes would.

provide further insights into sub3eCts' heuristics. Unfortunately, we had

audio difficulties with,the recording equipment that se0e evaluation of the
ti

interviews extremely difficult. We therefore conducted a new set of

interviews,using a relatively standardized, et of probe questions based on an

analysis of the most informatiVe probes used in'the first study. The focus of

--these sore standardized interviews was to confront subjects with Solutions

different from their own. We believed that the interview format would allow

us to evaluate the strength of subjects' confidence in their answers. If they

maintained their Solution after tieing shown reasonable alternatives? one could__

conclude that their original answer was net frivolous. In addition, since

subjects were given only the numerical answers for the alternative solutions

and were asked what they theUght the rationale was icr these solutions, their

understanding of the problem Z-xitild be assessed move completely.

Interviews. were conducted on 26 student volunteers who were recruited

41111.,

from- undergraduate, .psIchology courses. A- variation on the SAT problem

mentioned earlier was given to each sub3ect. For half the 'sub3ects, the

problem was exactly the' sase as the one given previously, and for the other
t4

half, the problem was the same except that first student sampled was said to

have an SAT score of 550 instead of 250, so that the correct answer for the

estimate of the mean of the simple of ten scores was now 415.

The subject read the first part of the problem Jhich asked for the best

Imstimete oof the mean of the sample of ten scores and answerer it, being

encouraged ,to think out loud as much as possible. e After the sub3ect gave an'

BEST COPY AVAILABLE
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answer, the interviewer asked for the subject's best estimate of the.me n of

the nine unknown scores. Until the second answer was given, the interviewer

did. not intervene except to clarify parts of the problem- upon .request, to

correct the subject if he er she misread the question, and to'enconrage the

subject to think out loud. The subject's answers (assuming the first score

was 250) were classified by the interviewer as (I) demonstrating the correct

rationale (if the answers to the questions were were less than 400 and 400,

respectively); (2) demonstrating representativeness ( both answers were

400); or (3) demonstrating balancing (if the answerr, were 490 and greater than

4 00 )

The interviewer then told the subject that the problem had been given to

many other students and that he was-going to present some of their answers.

The subject was then presented with one of the two petterns of answers that he

or she had not given and asked to consent on it. For example, if the

subject's answers had been been classified as ."representative," the

interviewer might then say that some people had given a pattern of responses

in which the best estimate of the mean of the sample of ten scores was less

than '400 and the estimate of the mean of the nine unknown scores was 400

the .correct solution). The subject was asked if he or she could figure

out the possible rationale for such answers and then what he or she thought of

this approach. In the next part of the interview the subject .would be

presented with numerical answers consistent with the balancing solution and

the same series of questions would ensue. Following this, the subject would

be asked explicitly what he or she though: the best answers were. (The

suggestion that subjects might want to reconsider their answers is, of course,

implicit in presenting alterpative answers.) The order, of presentation of the

alternative patterns of answers were appropriately counterbalanced over

subjects. The correct answer was never identified as such.
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The results were very similar to those of the first study (see Table 2).

Before subjects were presented with the alternative solutions, the modal

response was again representative (56%), while 20% chose the correct solution

and only 12% responded with a pattern consistent with the balancing heuristic.

...... mOmen

. Insert Table 2 about here

The most striking aspect of the data is that the pattern of results at

the end of the interview after alternative solutions had been presented,

differed very little from those obtained. before interviewer intervention. Of

the 23 subjects of interest (one subject terminated the interview prepaturely

and the initial answers of two otheri were .not classifiable), only four

changed their answers as a result of considering the alternative solutions.

We can conclude that the representative answer is not merely a hasty response .

to the problem, since when presented with the correct and the balancing

solutions, 12 of the.14 subjects maintained their representative answer.

'Although we do not have the space to go into any detail about tile

verbalizations of the subjects( we will summarize a few points. In giving

their own initial answers, only two subjects gave what could be construed as a

balancing rationale, saying that there were usually as many scores above the

mean as below and that there should be a higher score to "compensate" for a

lower one. Also of interest was the possiblility that subjects may not have

considered the implications of sampling from a large population and may

consequently have been conc(!rned about sampling without replacement. However,

only four subjects indicated that they had considered implications of the fact

that sampling was done without replacement and in only one case did this seem

to lead to an eventual balancing solution. All but one of the

UST COPY AMIABLE 11
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representativeness subjects, when asked whether both seans should be 400 if we

were dealing with actual scores, clearly understood they could not, but

indicated it was reasonable in this case since the prObIes asked for the means

'of two hvnothetical samplee. Many subjects were uncomfortable about giving a

point estimate, indicating that the .veriabi.tity and uncertainty inherent in

sampling was very much on their minds. The point here is not that it is a

misconception to be aware of the variability associated with the sample'sean,

but that while for experts a point estimate and the variability associated

with the estimate are separable concepts, novices have difficulty making this

differentiation. Finally, we can conclude from the interview protocols, that

subjects understood the alternative solutions presented to them reasonably

well, and were usually capable of indicating the rationales that would lead to

the patterns of answers.

In summary, the data indicate that for.sost subjects the belief that the

population mean is the best estimate for both sample aeans is deeply held.

They continue to to believe that answer even after being presented with

alternative solutions, and in spite of the fact that they show reasonably good

understanding of the rationales underlying these .solutions. Moreover,

detailed analyses of the interview protocols revealed little evidence of

balancing imagery. The data further suggest that subjects consider the

representativeness answer to be reasonable because they regard estimates about

the means of random samples differently than those about the means of samples

consisting of known scores; and frequently feel quite uneasy about estimating

the mean of a random sample.

Insenajtivity.to Sample Si7e

Kahneman and Tversky 01972) showed that people can.be-quite insensitive

to the role of sample size in deterbining the extent to which properties of

BEST' COPY AVAILABLE
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random samples are similar to those of the parent population. IOU typical

demonstration of this insensitivity, they presented novices with the following

problem:

A certain town is served by two hospitals. In'the larger
hospital about 45 babies are born each day, and in the
smaller hospital about 15 babies are born eac day. As
you know, about 50 percent of ,all babies are boys.
However, the exact percentage varies from day to day.
Sometimes it sight be higher than 50 'percent, sometimes
lower.

For a period of 1 year, each hospital recorded the
days on which sore than 60 percent of the babies born were
boys. Which hospital do you think had more such days?

The larger hospital
The smaller hospital
About the same (that is, within 5 percent of one
another)

Most subjects thought that the two hospitals would have about An equal

number of days with 60% male births, and about as many thought the larger

hospital would have more such days as thought the smaller hospital would.

(The correct answer, of course, is the smaller 2 spital.)

Kahneman and Tversky also conducted a series of "studies in which they had

subjects produce subjective sampling distributions for three sample sizes.

For example, they told different groups of subjects that approximately N

(where N could be 10, 100, or 1000) babies are born each day in a certain

region.

For N=1000, the question read:

On what percentage of days will the *.tuber of boys among
the 1000 babies be as follows:

Up to 50 boys
50 to 150 boys
150 to 250 boys

650 to 950 boys
More than 950 boys

Note that the categories include all possibilities, so
your answers should add up to about lop%

For N=100, the 11 categories were as follows: Up to 5, 5-15, 15 -25, etc.

BEST COPY AVAILABLE
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For N=10, the categories were 0, 1, 2, etc.

Althcugh the correct plot of percentage of days versus category would

drop off froa its ,peak value such more rapidly with increasing sample size,

sample size had no effect whatever on the subjective sampling distributions.

In other words, the distributions given by the subjects were about the same

when N was equal to 10, 100, or 1000.

Nabnesan and ,Tversky (1972) accounted for this insensitivity to sample

size by hypothesizing that subjects judged the probability of a sample by its

representativeness, that is, by the extent. to which the sample is similar.in

its essential characteristics to the parent population. As about SO% of the

population of newborns are male, strict application of the

representativeness heuristic would suggest that the probability of a sample

depends on the sisiIarity of the proportion of males in that sample to, 50%.

Since sample size is not a characteristic of the population, by this account

it would not influence, the Judgment of probability. They concluded that the'

notion that sampling variance decreases in proportion to sample size is

apparently not part of man's repertoire of intuitions" (p., 44). They further

implied that the lack of this intuition could explain other misconceptions

about sample size, e.g., "...people often remain skeptical in the face of

solid evidence from a large sample, as in the case ,of the well-known

politician who complained bitterly that the cost-of-living index is not based

on the whole population, but only on a large sample, and added, 'worse yet--a

random sample.'" (p. 4')

On ,the other. hand, it seems herd to believe that people are totally

insensitive to sample size. We have found students to be much more

comfortable with results when they are obtained from larger samples. In fact,

they seer to distrust any result obtained from a small sample.

Bar- Hillel (1979, 1980, 1982) was able to find a number of situations in
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which subjects judged larger samples to be more representative then smaller

CMICW. For, eNample, she found that 80% of her sUkjeets chose the larger sample

when she asked then which of teo sets of estimates of the percentage of voters

who intended to vote yes on a certain referendum they had most confidence 'in:

those of Firm A who surveyed a sample of 400 individ4als or those of Firm -B

who surveyed a sample of 1000 individuals.

!ore interestingly, she found that it is not-sample size age se that has

an effect on confidence, but rather Telative size .or the ratio of the size of

the sample to the size of the population. When several samples are drawn from

the sase population,
absolute.and relative sample size are linearly related.

However, when population size as well as sample size is varied, the effects of

absolute and relative sample size can be discriminated. Bar-Hillel (1979)

used problems of the following type: t:,

Two pollsters are conducting surveys to estimate the

population of voters in-their respective cities who intend

to vote yes on a certain referendum.

Firm A operates in a city of 1 Million voters.

Firm B operates in a city of 50,000 voters.

Both firms are sampling one out of 1,000 voters.'

Whose estimate would you be more confident in accepting?

She found that although Firm A has a sample of 1000 and Firm B has a

sample of only 50, the percentage of subjects.who expressed more confidence in

the larger sample was only 50%, compared to 29% who showed equal confidence in

both samples. When another group"of subjects were told not that both firms

sampled 1 in every 1000 people, but - rather that both firms sampled 1000

people, 62% expressed more confidence in the sample that came from the smaller

city. This strongly suggests that subjects were considering the ratio of

sample size to population size rather than absolute sample size. In fact,

when the population is moderately large with respect to the sample, it is

alrest exclusively the absolute rather than the relative sample size that
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determines sampling variability.

It is probably this predisposition to respond to the ratio of the size of

the sample to that of the population that can explain some of the skepticism.

of our aforementioned politician, as well as that with which lay audiences

seem to treat the results of pre-election polls based on ;ample sizes of

several thousen'

In recognition of the fact that under,some conditions sample size is not

ignored by novices, Bar-Hillel (1982) introduced the notion of a secondary

see of representativeness which referred to the procedures by which a sample

was selected' rather than to the subsequent characteristics of the sample.

A sample would be more reprr3entetive, in this secondary sense, if it was

large. She found that subllects were more sensitive to sample size in the

hospital problem if .they were asked about a sample of 84% or 100.1% male:ibirths

rather than 60% and suggested that the use of. representativeness 'in the

secondary sense might be triggered by sufficiently discrepant sampleS.

Although Bar - Hillel's distinction is logical enough, it roes not allow

us.to predict the conditions under which people are sensitive. to sample size.

What seems to be required at this Point, before we can profi,tably speculate

further about different intuitions and heuristics, is clarification of those

conditions.

We have attempted to investigate tnis issue using a variety of problems

such as the following:

When they turn 18, American males must register at a
-local post office. In addition to other information, the

`height of each male isobtained. The national average
height of 18-year-old males is 5 feet, 9 inches.

Every day for one year, 25 men registeted at. post
office A and 100 men registered at post office B:. At the

end of each day, a clerk at each post.office*Computed and
recorded the average height of the men who registered

there that day.
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Version A:

Which would you expect to be true?

(1) The average height
national average than

office B.

(2) The average height
national average than
office A.

at post'office A
was the average

at post office 3
was the average

was closer to the
height at post

was closei to the
height at. post

(3) There is no reason to expect that the average height
was closer to the national average at one post office than
the other.

Version C:
(1) The number of days on which the average height vas

between 5 feet, 6 inches.and 6 feet, was greater for post

office A than for post office B.

(2) The 'number of days on which the average height was.

between 5 feet, 6 inches and 6 feet was greater for post

office B than.for post office A.

(3) There is no reason to expect that the number of days
on which the average height was between 5 feet, 6 inches
and 6 feet was greater for-one post office than the other.

Version
(1) The number of days on which the average height was 6

feet -or more was greater for post office A than for_ .post

.office B.

(2) The number of days on which the average height waA 6

feet or more, was greats: for post office B. than for post

office A.

(3) Thereis no reason to think that the number of days

in which the average height was 6 feet or more was greater
for one post office than the other.

The .data from a sample of undergraduates who had not yet taken a

statistics course are displayed in Table 3. For Version A, performance was

reasonably good. Fifty-six percent of the subjects thought that.the average

height recorded at the larger post office would be closer to the national

average and only 4% selected the smaller post office. When in Version C they

were asked, in effect, whether there would be more days in which the average

height recorded was within 3 inches of the national average at one post office
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or the other, performance wae.44milar. Fifty-nine percent chose the larger

post office and none chose the smaller one. However, when they were asked

which post office would record more days with an average over t feet (3 inches

sore than the national average), the percentage of correct responses ems

significantly lower than for Version A; X(1)213.6, p<.001; or Version C;

yt
A(l):13.9, p(.001. Only about 8% of subjects correctly picked the smaller

post office as being mere likely to have a discrepant average, while 25%.

picked the larger post office.

Insert Table 3 about here.

The fact that performance was so much poorer for Version T than Version C

is striking. In the latter, -sub3ects are ask64 about the central portion of

the sampling distribution, and in the former, they are asked about the tal:. of

the distribution. One sight logically think the knowledge that the average

height recorded is more likely to.be near the national average for the larger

sample would translate into the knowledge that the average recorded is less

likely to be. near the national average for the smaller sample -- but quite

clearly, this is not the case.

Although we do not fully understand the reasoning of our,sub3ects, these

results, and those obtalned from interviews with subjects attempting to deal

with problems like the ones described above, have led us to believe that most

novices 'deIN7lieve that larger samples are better than smaller ones and will

correctly ansce problems that directly ask which of the samples is "better"

or can be easily tra slated into those terms. In situations in which absolute

and relative sample, si'z can be distinguished, subjects will be more

influenced by the latter. iCe. sub3ects will not, hcwpver, be able to make

the',inferential step necessar;\to conclude that of two equally discrepant

left COPY AVAILABLE 18



samples, the 'larger is less likely than the smaller. iii. believe that for some

subjects, wrong answers follow from certain misconceptions they have about

discrepant samples, for example, that a large sample is more Likely to contain

an extreme score and hence have a discrepant mean. This would explain why

subjects perform so much better in the hospital problem when the discrepant

sample is said to consist of 100X boys rather than 60x. However, we feel that

much of the difficulty is encountered when subjects have to deal implicitly

with the notion of the sampling distribution in order to answer the problem.

In the post office problem, for example, it is very easy for subjects to

confuse the appropriate sampling distribution, namely, the diltutiaktaztAta

statistic "average height recorded on a day" with the distribution of heights

recorded on a day, which is really a very different concept.

Concluding Comments

The results discussed in the preceding sections have some pedagogical

implications.' Many textbooks..in statistics that discuss the Law of Larve

Numbers attempt to dispel students' belief in the gambler's fallacy. However',

they assume that the basic misconception students have is active balancing,

and they oppose this mechanism with the notion of "swamping" in which the

large amount of subsequent data overwhelms the impact of an initial discrepant

score on the mean (e.g., Hays, 1981). Our own attempts to teach this

conceptualization have not been very successful. Our research suggests that

such an approach is likely to be unfruitful because the problem is not that

students think in terms of an isicorrect process mechanism but th;t they do not

think of random sampling in terms of any process Model. To refute active

balancing 3s to refute a belief that most students do not have and this may

confuse them. Since the most common heuristic, represeqtativeness, is so

different in form fro? the appropriate process model, it will not be easy to
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set up an appropriate confrontation between the two. systems to effect

lasting change in students' beliefs about random samples unless increased

emphasis is placed on Instilling a process view of sampling.

Also, given the 'work done on sensitivity to sample size, it is

increasingly clear that that basic concepts and principles aunt be illustrated

with, a variety of examples if students are-to be able to generalize them

appropriately. The results presented-abolii showthat Subjects can understand

a basic principle at one level (i.e., that larger samples are sore

representative than smaller ones), but fail to sake judgment's that seem to

follow directly from it. Confronting students with their answers toproblems

like the ones we have discussed also seems to have the potential for ;Asking

them think----moreappropriately ,about sempling distributions and the

implications of sample size for sampling variability.
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Table 1

Frecuenay of Solution Tvves, Study 1

Solution Type
Kean of Mese-of
10 scores S scores

. -

Label Questionnaires Interviews

#0°

Less than 400 -400 Correct Solution 44(21%) (C)CISX)

400 400 Representative 680310 15C48x)

400 400. Balancing 25C12%) 6(19")

400 -a 400- Trend 180%) 2C6u)

Unclassified 50(24%) 2C6%)

Totals 205

aFor the trend sqlution, scan of 10 scores 4 mean of 9 scores t 400.
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Table 2

EgSAUng221Polution TY.Pes. Stu47 2

Position in
interview

\ t

;Solution Type

Correct, Representative Balancing Trend Unclassified

Final answer
before alternative

o solutions were
presented

i

Answer at end of

interview

5C20%, 14(56%) 3(12%) 1C4%) 2(8%)

.

4C16X) 12C4840 7C28%) 4 -2C8%)
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'Table 3

Wayonov of Solution Tigg.t.in..21_g_g__%SaneieStud

Version
of problen

Solution Type

Correct Reverse Same

C

T

S

420613 "1

.23(59:0

3(8.3X)

3C4k3 30(40%)

.0 .16(43.%)

9(25%) .24(66.7%)
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